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Orientational fluctuations of colloidal particles with magnetic moments may be rectified with the help of
external magnetic fields with suitably chosen time dependence. As a result a noise-driven rotation of particles
occurs giving rise to a macroscopic torque per volume of the carrier liquid. We investigate the influence of
mutual interactions between the particles on this ratchet effect by studying a model system with mean-field
interactions. The stochastic dynamics may be described by a nonlinear Fokker-Planck equation for the collec-
tive orientation of the particles which we solve approximately by using the effective field method. We deter-
mine an interval for the ratio between coupling strength and noise intensity for which a self-sustained rectifi-
cation of fluctuations becomes possible. The ratchet effect then operates under conditions for which it was
impossible in the absence of interactions.
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I. INTRODUCTION

Thermal ratchets or Brownian motors are devices that are
able to rectify thermal fluctuations and thereby extract di-
rected motion from irregular microscopic chaos. Banished
from equilibrium by the second law of thermodynamics they
may nevertheless be found in various nonequilibrium situa-
tions �for a review see �1��. Having been used for a long time
as thought models to highlight some subtle points in the
foundations of statistical mechanics �2�, they recently be-
came objects of more practical interest due to their possible
relevance for biological transport mechanisms �3,4� and po-
tential applications in nanotechnology �5–7�.

Among the many devices that have been proposed as
Brownian motors �6�, those based on ferrofluids �8,9� are of
particular interest since they allow a rather direct observation
of the ratchet effect on the macroscopic level. Ferrofluids are
suspensions of ferromagnetic nanoparticles in carrier liquids
such as water or oil combining the hydrodynamic behavior
of Newtonian fluids with the magnetic properties of super-
paramagnets �10�. The orientational Brownian motion of the
ferromagnetic grains can be rectified with the help of a suit-
ably chosen time-dependent magnetic field. Due to the vis-
cous coupling between the rotation of the magnetic grains
and the local vorticity of the hydrodynamic flow the angular
momentum produced by the ratchet is transferred to the car-
rier liquid and may be detected as hydrodynamic torque per
fluid volume �8�.

Although the interactions between the ferromagnetic par-
ticles mediated by the carrier liquid are of crucial importance
for the macroscopic manifestation of the ratchet effect it was
neglected in the theoretical modeling done so far �8,9�. In the
present paper we want to remedy this drawback and eluci-
date the influence of interactions on the ratchet effect in fer-
rofluids. This will be done using a simplified mean-field
model which allows to analytically discuss some of the

qualitative changes that occur. Although the mean-field ap-
proximation is a rather crude description of the intricate di-
rect �dipole-dipole� and indirect �hydrodynamic� interactions
between the ferrofluid particles it is a reasonable first step in
the analysis and will provide interesting insight into the pos-
sible influence of interactions on the ratchet mechanism.

General aspects of the interplay between the ratchet effect
and interactions were already discussed in �11� and �1�. In
particular, it was shown that under certain conditions the
interactions may give rise to a spontaneous breakdown of
symmetries that formerly inhibited the ratchet effect. The
relevance of interactions in biological applications was in-
vestigated in �4�.

Here we will find by studying a concrete, experimentally
accessible example of a ratchet that depending on the ratio
between coupling strength and noise intensity qualitatively
different regimes are possible. In some of these regimes a
self-sustained ratchet effect may occur under circumstances
for which no such effect would show up in the absence of
interactions. The discussion will be centered around a non-
linear Fokker-Planck equation for the stochastic dynamics of
the collective orientation of the ferrofluid particles �12�
which is approximately solved by adapting the well-known
effective-field method from the theory of ferrofluids �13� to
the analytical investigation of the ratchet effect in these sys-
tems.

The paper is organized as follows. In Sec. II we introduce
the model and the basic equations and derive the nonlinear
Fokker-Planck equation for the collective orientation of the
ferromagnetic particles. Section III contains some numerical
solutions of this Fokker-Planck equation providing first in-
sight into the different regimes that are possible in the sys-
tem. In Sec. IV we introduce the effective-field method and
show how it may be adapted to the present situation. Using
this method we will characterize in Sec. V the different re-
gimes found in Sec. III, determine their stability, and discuss
the different manifestations of the ratchet effect. Finally, Sec.
VI contains our conclusions.
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II. THE MODEL

We consider the overdamped dynamics of N identical
spherical particles with magnetic moments mi, i=1, . . . ,N,
dispersed in a Newtonian liquid with viscosity �. The par-
ticles are under the influence of a time-dependent external
magnetic field with constant x component and time-periodic
y component

H = „Hx,Hy�t�,0…, Hy�t +
2�

�
� = Hy�t� . �1�

A suitable example for the time dependence of the y compo-
nent is �9�

Hy�t� = � cos��t� + � cos�2�t + �� , �2�

with the scalar parameters � ,�, and �.
The change of orientation ui=mi /mi of particle i is given

by �tui=�i�ui, where �i denotes the angular velocity the
particle.

The particle orientations tend to align with the magnetic
field. Since the latter is confined to the x-y plane the average
orientations will have zero z components and the main ef-
fects will show up in the time dependence of their x and y
components. To keep the analysis simple we will therefore
only consider the dynamics in the x-y plane and put ui,z�0
for all i. It is then convenient to parametrize the orientations
in the form

ui = �cos 	i

sin 	i

0
	 . �3�

In the overdamped limit the angular velocities �i are deter-
mined by the balance of torques

0 = Nmagn,i + Nvisc,i + Nstoch,i + Nint,i. �4�

The different contributions in this equation denote the mag-
netic torque due to the interaction with the external magnetic
field

Nmagn,i = mui � H = m�Hx sin 	i − Hy�t�cos 	i�ez, �5�

the viscous and stochastic torques

Nvisc,i = − 6�V�i = − 6�V�t	ez, �6�

and

Nstoch,i = 
12�VkBT
i�t�ez, �7�

respectively, describing the interaction with the carrier fluid,
and the torque arising from the interaction between the par-
ticles

Nint,i =
K

N
�
j=1

N

u j � ui =
K

N
�
j=1

N

sin�	i − 	 j�ez. �8�

In the above expressions kB denotes Boltzmann’s constant, T
temperature, and V the volume of the particles. The 
i�t� are
identical and independent Gaussian noise sources with zero
mean and correlation �
i�t�
 j�t��=�ij��t− t��. The interaction
term �8� is of mean-field type as, e.g., also advocated in

�1,14�. Although the direct magnetic dipole-dipole interac-
tion as well as the indirect hydrodynamic interaction be-
tween the particles are much more complicated than the
simple assumption �8� several interesting implications of in-
teractions will become apparent already in this mean-field
description.

The stochastic dynamics of the system is described by the
following set of Langevin equations:

�t	i =
1

6�V
�mHx +

K

N
�
j=1

N

cos 	 j�sin 	i

−
1

6�V
�mHy�t� +

K

N
�
j=i

N

sin 	 j�cos 	i + 
2D
i�t�

�9�

with the diffusion coefficient D given by

D ª

kBT

6�V
. �10�

It is convenient to introduce dimensionless quantities by per-
forming the rescalings t→ t /�, H→6�V� /mH, D→�D,
and K→6�V�K to obtain

�t	i = �Hx +
K

N
�
j=1

N

cos 	 j�sin 	i

− �Hy�t� +
K

N
�
j=i

N

sin 	 j�cos 	i + 
2D
i�t� . �11�

Equivalent to this set of Langevin equations is a Fokker-
Planck equation for the joint probability distribution W�	i , t�
of the particle orientations.

As usual in a mean-field model we are interested in the
limit N→�. It is then useful to introduce the distribution
function for particle orientations

P�	,t� =
1

N
�
i=1

N

��	 − 	i�t�� . �12�

As discussed in detail in �12,15–17� P�	 , t� becomes for N
→� independent of the specific realization of the noise 
i�t�
�self-averaging property�. Consequently, the same holds true
for the collective orientation of the particles defined by

S�t� =
1

N
�
i=1

N

ui�t� = �
0

2�

d	uP�	,t� = ��cos 	
�sin 	

0
	 , �13�

where �· denotes the average with P�	 , t�. We therefore ob-
tain from Eq. �11� N decoupled Langevin equations with the
solution W�	i , t� of the equivalent Fokker-Planck equation
factorizing, W�	i , t�=�i=1

N w�	i , t�, where w�	i , t� obeys the
single-particle Fokker-Planck equation �18,19�

�tw�	,t� = �	„w�	,t��	U�	,t�… + D�	
2 w�	,t� . �14�

The potential U is defined by
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U�	,t� = − u · �H�t� + KS�t��

= − �Hx + KSx�t��cos 	 − �Hy�t� + KSy�t��sin 	 ,

�15�

and depends parametrically on H�t� and S�t�.
We may now average Eq. �12� over the realizations of the

	i�t� to find that P obeys the same equation as w,

�tP�	,t� = �	�P�	,t��	U„	,t;H�t�,S�t�…� + D�	
2 P�	,t� .

�16�

This equation is closed by Eq. �13�. As characteristic for a
mean-field system, we have thus reduced the dynamics of
N→� coupled degrees of freedom to the dynamics of a
single degree of freedom in an augmented field

Hmf�t� = H�t� + KS�t� , �17�

to be determined self-consistently. For a related application
of mean-field techniques to ferrofluids also see �20�.

For a static field, H�t��H, Eq. �16� admits the stationary
solution

Peq�	� =
1

2�I0�hmf�
exp�hmf ,x cos 	 + hmf ,y sin 	� . �18�

Here and in the following In�x� denotes the nth Bessel func-
tion of complex arguments, hmf =Hmf /D, and hmf denotes the
modulus of hmf. In the absence of an external field, H=0, the
self-consistency condition �13� takes the form

S = ��cos 	
�sin 	

� = B�kS�
S

S
, �19�

where k=K /D, and we introduced the function

B�x� =
I1�x�
I0�x�

, �20�

which is monotonously increasing and satisfies

B�x� �
x

2
for x → 0, �21�

B�x� → 1 for x → � . �22�

Equation �19� coincides with the self-consistent equation for
the ferromagnetic mean-field x-y model. The dependence of
the modulus S of the collective orientation S on the ratio
between interaction and fluctuation strengths is shown in Fig.
1. Note that the direction of S in the ordered phase is arbi-
trary. Note also that for short-range interactions the situation
is rather different �21,22�.

The central quantity of interest in connection with the
ratchet effect in the present system is the time and ensemble
averaged torque transferred from the magnetic field to the
particles �8,9�

�N = lim
T→�

1

T
�

0

T

dt�u � H = − lim
T→�

1

T
�

0

T

dt��t	ez. �23�

In the absence of interactions between the particles the
necessary conditions for the ratchet effect to operate, i.e., for

�Nz�0, have been discussed in detail in �8,23�. In particular
it was shown by a symmetry argument that Hx=0 implies
�Nz=0. In the present mean-field model the role of H is
played by Hmf =H+KS and it might therefore be possible to
find �Nz�0 whenever Hmf ,x�0. However, the latter condi-
tion may be fulfilled by Hx=0 and Sx�0. Hence we may
suspect that rectification of fluctuations may take place in the
interacting system even under conditions for which it would
be impossible in a system without interactions. Note that
there is no trivial mapping between the two cases since Hmf ,x
is time dependent and has to be determined self-consistently.
Nevertheless the detailed investigations discussed below will
show that the interactions between the particles may indeed
give rise to a nonzero value of Sx, which in turn may drive
the ratchet effect in the system even if Hx=0.

III. NUMERICAL SOLUTION OF THE FOKKER-PLANCK
EQUATION

In the present section we investigate some general fea-
tures of the dynamics of the system under consideration with
the help of a numerical solution of our central equation �16�.
To this end we expand P�	 , t� in Fourier modes with respect
to 	

P�	,t� = �
n=−�

�

an�t�exp�in	� , �24�

with time-dependent complex expansion coefficients an�t�.
From Eq. �13� we then have

Sx�t� = 2� Re a1�t� , �25�

Sy�t� = − 2� Im a1�t� , �26�

whereas the average torque is given by
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S

FIG. 1. Modulus S of the collective orientation S defined in Eq.
�13� as a function of the ratio K /D between interaction and disorder
strength. In the disordered phase, K /D�2, S is identically zero, for
K /D2 a spontaneous ordering takes place in the mean-field
model.
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�Nz = Hx Im a1 + Hy Re a1. �27�

Using the Fourier expansion of P�	 , t� in Eq. �16�, we obtain
an infinite system of coupled ordinary differential equations
for the coefficients an�t� of the form

��t + Dn2�an�t� =
n

2
�g�t�an−1 − g*�t�an+1� , �28�

where

g�t� = Hx − iHy + 2�Ka1�t� . �29�

Starting with

a0 =
1

2�
�30�

as required by normalization of P�	 , t�, we may solve
the hierarchy of Eqs. �28� iteratively up to some value nmax
of n. Using different values for nmax we have found that
nmax=10 is sufficient to obtain accurate numerical results.

As discussed at the end of the previous section, the case
Hx=0 is of particular interest. Depending on the ratio be-
tween coupling strength and noise intensity we find in this
case three different regimes which are characterized by the
time dependence of the average orientation S�t� as shown in
Fig. 2. In the first regime, k�2, we find Sx�t��0 and Sy�t�
changes sign during one period of Hy�t�. In the second re-
gime, 2�k�3.7, Sx acquires nonzero values, whereas the
behavior of Sy�t� is qualitatively similar to the first case. In
the third regime, 3.7�k, we have again Sx�0 but now Sy�t�

is positive for all t. Similar regimes have been discussed also
for the spherical model �24� and the anisotropic x-y model
�25� in time-dependent external fields.

As discussed in the previous section the symmetry analy-
sis performed in �8� implies that for Hx=0 and Sx=0 no
ratchet effect is possible. Accordingly, using Eq. �27� we find
�Nz=0 in regimes 1 and 3. In regime 2 we have Sx�0 which
allows nonzero values of �Nz. This is indeed what we find
with, however, two peculiarities. First, the values for �Nz are
extremely small as long as k is still near to the value 2
separating region 2 from region 1 �cf. Fig. 3�. Second, for
values of k around the transition from region 2 to region 3
the system apparently relaxes very slowly to its asymptotic
behavior and it becomes very difficult to extract reliable val-
ues for �Nz from the numerics. The dependence of �Nz on
the ratio k as obtained numerically is summarized in Fig. 3.

IV. EFFECTIVE FIELD APPROXIMATION

In order to obtain an improved understanding of the nu-
merical results obtained in the previous section we now turn
to an approximate analytical analysis of the system. A valu-
able tool in this respect is the effective field approximation
for ferrofluids as extensively reviewed in �13�. To apply this
approximation in the present context the following steps are
performed. From the central equation �16� we derive an exact
equation for the time evolution of �u of the form

�t�u + D�u = − D�u�u · hmf� + Dhmf , �31�

where hmf =Hmf /D is determined by Eq. �17�. In order to
decouple the higher moment on the right-hand side of Eq.
�31� we approximate the unknown distribution P�	 , t� by an
instantaneous equilibrium distribution of the form �18� cor-
responding to a so far undetermined effective magnetic field
He�t�=Dhe,

0 2 4 6 8 10 12
−0.5
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FIG. 2. Typical time dependence of the collective orientation S
in the three different regimes described in the text. Shown are Sx�t�
�dashed lines� and Sy�t� �solid lines�. The parameter values are Hx

=0, �=�=1/
2, and K=3. �a� Regime 1: D=2.4, �Nz=0. �b� Re-
gime 2: D=1.2, �Nz=3.5�10−5. �c� Regime 3: D=0.6 �Nz=0.
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FIG. 3. Numerical results for the time averaged torque �Nz for
Hx=0 as a function of the disorder strength D for K=3,�=�
=1/
2,Hx=0. The vertical dashed lines divide the different regimes
from each other �1.5�D, regime 1; 0.8�D�1.5, regime 2; D
�0.8, regime 3�. In the interval indicated by the dotted lines,
0.75�D�0.86, no asymptotic value of �Nz could be obtained after
200 periods of driving.
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P�	,t� �
1

2�I0�he�
exp�he,x cos�	� + he,y sin�	�� . �32�

Using this distribution to calculate the averages in Eq. �31�
and using �cf. Eq. �19��

S = B�he�
he

he
, �33�

the following evolution equation for the effective field he�t�
may be derived

�t�B�he�
he

he
� = −

D�he − 2B�he��
he

3 he � �he � hmf�

− D
B�he�

he
�he − hmf� . �34�

With the help of

hmf = h + kB�he�
he

he
, �35�

which follows from Eqs. �17� and �33�, and representing he
by modulus and phase according to he=he�cos � , sin �� we
find the following closed set of nonlinear ordinary differen-
tial equations for the time evolution of the effective field:

�the = −
DB�he�

he − B�he� − heB
2�he�

�he − kB�he� − hy�t�sin �� ,

�36�

�t	 =
D�he − B�he��

heB�he�
hy�t�cos � . �37�

These equations cannot be solved analytically, however their
numerical solution is much simpler than the numerical solu-
tion of the Fokker-Planck equation �16�. As shown in Fig. 4,

the results provide rather accurate estimates for the relevant
quantities.

V. DIFFERENT MANIFESTATIONS OF THE RATCHET
EFFECT

With the help of the effective field approximation it is
possible to gain a more intuitive understanding of the exis-
tence of different regimes of the system behavior as found in
Sec. III. Moreover, their stability as well as the operation of
the ratchet effect in the different regimes may be elucidated.

Using the evolution equation for the effective field, Eqs.
�36� and �37�, and the relation �33� between the average col-
lective orientation S and the effective field, we may write the
time evolution of S in the form

�tS = − �V�S� + F�H,S� . �38�

The right-hand side of Eq. �38� was split into a central po-
tential term incorporating the effects of diffusion and inter-
action and an external force field related to H�t�. Note that
0�S�1 always.

Let us first discuss the potential part. It is given by

V�S� =
D

2
S2 − K�

0

S

dS�
S�2

B−1�S��
, �39�

where B−1 denotes the inverse function of B defined in Eq.
�20�. Hence B−1 is linear for small values of S and tends to
infinity for S→1 �cf. Eqs. �21� and �22��. For small values of
k the potential V�S� therefore has a minimum at S=0,
whereas for k2 it develops a nontrivial minimum at Seq
0 �cf. Fig. 5, left column�. From Eqs. �35� and �37� the
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FIG. 4. Time averaged values of the x �solid lines and crosses�
and y component �dashed lines and circles� of the average orienta-
tion S as a function of the noise strength D. The other parameter
values are as in Fig. 2. Lines are numerically exact results from the
Fokker-Planck equation �16� whereas symbols denote the results
obtained from the numerical solution of the effective field equations
�36� and �37�.
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FIG. 5. Plot of the different terms contributing to the right-hand
side of Eq. �38� for Hx=0, K=3 and a time t for which Hy�t�=1.
The first line corresponds to D=1.6 �regime 1�, the second one to
D=1.2 �regime 2�, and the third one to D=0.6 �regime 3�. Shown
are the potential V�S� defined in Eq. �39� in the left column, the
external force field F defined in Eq. �39� in the middle column, and
the total resulting force field in the right column. The dashed line in
the middle column marks the equilibrium value Seq.
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corresponding equilibrium value of the effective field satis-
fying

B�he� = Seq �40�

is determined by

heq = kB�heq� . �41�

We note that with increasing k, Seq also increases �see Fig.
5�. In the absence of an external magnetic field, H=0, the
stationary solution Seq of the effective field equations coin-
cides with the exact equilibrium solution of the Fokker-
Planck equation �16�.

For the external force field we obtain

F�t� =
S

B−1�S�
Hy�t�sin �er + �1 −

S

B−1�S�
�Hy�t�cos �e�.

�42�

For small values of S this field is parallel to the external
magnetic field H. For S→1 on the other hand the radial
component in F is suppressed and only the tangential term
survives �cf. Fig. 5, middle column�. This is quite intuitive
since for S→1 all magnetic moments are aligned and there-
fore the external field induces identical changes to their ori-
entations giving rise to a change in the orientation of S only.

For small values of the external magnetic field S will only
slightly differ from its equilibrium value Seq. We will hence
find S�0 for small values of k which was characteristic of
regime 1. Larger values of k result in values of S differing
substantially from zero. From Eq. �42� it is then clear that
�=� /2 is a possible steady state since in this case F is
parallel to ey and there is hence no systematic force deflect-
ing S from the orientation along the y axis. This situation
corresponds to regime 3. Finally, there is also a steady-state
solution with S0 and ��0 �regime 2�, which is, however,
not obvious from Eq. �42�.

We will now give a simple argument for the transition
between regime 2 and regime 3 which allows one to derive
an estimate for the threshold value of k separating these two
regimes. Since the potential part in Eq. �38� only influences
the modulus of S, the time evolution of the angle � is solely
given by

�t� =
1

S
F�. �43�

Assume now that at some given point of time we have
0���t��� /2. As long as Hy�t� is positive �as in Fig. 5� S
will be pushed in positive y direction �cf. Fig. 5, right col-
umn� implying a slight increase of S beyond the value Seq.
Similarly, when somewhat later Hy�t� changes sign and be-
comes negative S will be pushed in negative y direction and
S will slightly decrease. Simultaneously � changes according
to Eq. �43�, i.e., increases when Hy�t�0 and decreases
when Hy�t��0. However, the rate of change depends on
S�t�. A rough estimate on whether the increase of � domi-
nates over its decrease or vice versa may be obtained from
the quantity

J��� = � �

�S
� F�

Hy�t�S
��

S=Seq

. �44�

If J����0 the decrease of � will dominate, if J���0 its
increase. Remarkably, although J depends on � its sign de-
pends only on the ratio k. Hence either � decreases all the
time until it reaches �=0 and we are in regime 2 or it in-
creases up to �=� /2 corresponding to regime 3. An explicit
calculation yields

J =
k2�heq

2 + k + 1 − k2�
heq

2 �k2 − k − heq
2 �

. �45�

As shown in the Appendix , the denominator is positive for
all values k2. The condition for the stability of regime 2,
J�0, is hence

heq
2 + k + 1 − k2 � 0, �46�

which together with Eq. �41� yields that regime 2 is stable if

B�
k2 − k − 1� �

k2 − k − 1

k
, �47�

or equivalently,

k � 3.75 . . . . �48�

As we will see in Secs. V B and V C a more systematic
investigation of the stability of regimes 2 and 3 will give rise
to the same result �cf. Eqs. �82� and �97��.

A. Regime 1

Regime 1, characterized by k�2, is the most relevant for
ferrofluids. There is no spontaneous collective orientation,
i.e., S=0, and, accordingly, we must have Hx�0 in order to
find a noise-induced rotation. The situation is hence similar
to the case without interaction, nevertheless we will show
that the interactions bring about a strongly reinforced ratchet
effect.

To obtain a quantitative estimate of this reinforcement we
use a variant of the perturbation theory for small values of
the external field introduced in �8�. To keep track of the
different orders in the expansion it is convenient to use the
rescaling

H → �H . �49�

We then solve the Fokker-Planck equation �16� using the
expansion

P = P�0� + �P�1� + �2P�2� + �3P�3� + ¯ , �50�

with the unperturbed solution given by

P�0� =
1

2�
. �51�

Using Eq. �24� this Ansatz gives rise to a similar expansion
for the coefficients an with n0,

an = �an
�1� + �2an

�2� + ¯ , �52�

whereas a0 is to all orders in � fixed by the normalization
condition to

VOLKER BECKER AND ANDREAS ENGEL PHYSICAL REVIEW E 75, 031118 �2007�

031118-6



a0 =
1

2�
. �53�

The peculiarity of the first regime is that S→0 when H→0.
We may therefore consistently employ a similar expansion
for the collective orientation S,

S = �S1 + �2S2 + ¯ . �54�

The first nonzero result for �Nz is obtained in fourth order in
�. From Eq. �27� we infer that we hence need a1 up to third
order. Similar to �8� we find to first order in �

��t + D −
K

2
�a1

�1� =
Hx − iHy�t�

4�
, �55�

and to second order

��t + D −
K

2
�a1

�2� = 0, �56�

��t + 4D�a2
�2� = �Hx − iHy�a1

�1� + 2�Ka1
�1�a1

�1�. �57�

In the first regime we have D−K /20. From Eq. �56� we
then obtain a1

�2��t�→0 for t→�. To third order we find

��t + D −
K

2
�a1

�3� = −
Hx + iHy

2
a2

�2� − �Ka−1
�1�a2

�2�. �58�

Using the special time dependence �2� and solving for the
asymptotic behavior of a1

�1� and a1
�3�, we find for the torque

�27� after some algebra,

�Nz = 6Hx�
2�� �128D5K − 64D4K2 + 40D3K − 20D2K2 + 8DK − 2K2�sin �

�16D2 + 1��4D2 − 4DK + K2 + 4�2�2D − K��4D2 − 4DK + K2 + 16��4D2 + 1�

+
�184D5 + 68D4K + 58D3K2 + 200D3 + 8D2K − 3D2K3 + 16D + 6DK2 + 4K�cos �

�16D2 + 1��4D2 − 4DK + K2 + 4�2�2D − K��4D2 − 4DK + K2 + 16��4D2 + 1� � . �59�

For K=0 this expression simplifies to �8�

�Nz =
3Hx�

2�

8

�23D2 + 2�cos �

�4D2 + 1��D2 + 4��D2 + 1��16D2 + 1�
,

�60�

which coincides with the result found in �8� when specialized
to the x-y plane, i.e., to ��� /2. Figure 6 shows the torque
as a function of the phase angle � for different values of the
interaction strength K. It is clearly seen that although the
interaction is in regime 1 too weak to induce qualitative
changes in the behavior the value of the noise-induced torque
is greatly enhanced by the interaction between the particles.

B. Regime 2

In regime 2 the interactions between the particles give rise
to a nonzero value of the x component Sx of the collective
orientation S. This breaks the symmetry x�−x even in the
absence of an x component of the external field, Hx=0, and
results in an interaction sustained ratchet effect in the system.
In the present section we derive an approximate solution of
the effective field equations �36� and �37� characteristic for
this regime and discuss its stability.

To obtain an approximate analytical solution valid in the
long-time limit we resort again to perturbation theory and
assume that h=H /D is much smaller than the equilibrium
value heq of the effective field he. This assumption can easily
be met if we are sufficiently far from the boundary of regime
2, k=2, at which heq tends to zero. To formally organize the
perturbation expansion it is again convenient to employ the

rescaling �49� and to write the solution of the effective field
equations �36� and �37� as power series in �

he = he
�0� + �he

�1� + �2he
�2� + ¯ , �61�

� = ��0� + ���1� + �2��2� + ¯ , �62�

where he
�0�=heq and ��0� is not specified at this stage. Using

these Ansätze in Eqs. �36� and �37� and matching powers of
� we find to first order

�the
�1� = D

k2 − heq
2 − 2k

k2 − heq
2 − k

he
�1� + Dk

sin �0

k2 − heq
2 − k

hy�t� , �63�

�t�
�1� = D

�k − 1�cos��0�
heq

hy�t� . �64�

These equations can be solved for arbitrary �0. The second-
order equations are rather long and will not be displayed in
full generality. However, as typical for degenerate perturba-
tion theory, the second-order equations may contain secular
terms. In the present case this happens unless either �0

= ±� /2 or �0
2�hy�t�he

�1��t�=0. The first condition corresponds
to regime 3 to be discussed in the next section. The second
one is equivalent to �0=0 as follows from Eq. �63� and is
therefore the condition appropriate for the present investiga-
tion of regime 2. Using �0=0 and the specific form �2� of the
time dependence of Hy�t�, the first-order solution tends for
large t to

he
�1� = 0, �65�
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��1� =
k − 1

heq
�� sin�t� −

�

2
cos�2t�� + �m, �66�

where �m is an integration constant. Using these results the
second-order equations greatly simplify and take the form

�the
�2� = − Ahe

�2� + Bhy�t���1�, �67�

�t�
�2� = 0, �68�

with

A = D
k2 − 2k − heq

2

heq
2 + k − k2 , �69�

B = −
Dk

heq
2 + k − k2 . �70�

Hence ��2� is a constant and he
�2� may easily be calculated for

all values of �m. However, this solution produces secular
terms in the third-order equations unless

�
0

2�

dthy�t�he
�2��t� = 0, �71�

implying

�m =
3��2�A2 + 2�

4��2A2 + �2A2 + 4�2 + �2�
k − 1

heq
. �72�

This result for �m completes the first-order solution of the
effective field equations. Higher orders may be obtained
along the same lines but will not be considered here.

For the collective orientation we then obtain to first order
in the external field

Sx =
heq

k
, �73�

Sy =
heq��1�

k
. �74�

From Eq. �66� we hence infer that the time average of Sy is
directly related to �m,

Sy =
heq�m

k
. �75�

Figure 7 compares the first-order results obtained above with
numerically exact results from the Fokker-Planck equation
�16� for different parameter values. The agreement is rather
good showing that both parameter sets for � and � corre-
spond to external field strengths well within the region of
validity of the perturbation theory.

We now turn to the investigation of the stability of the
first-order solution given by Eqs. �65�, �66�, and �72�. To this
end we add small deviations �he and �� to this solution and
study their time evolution by linearizing Eqs. �36� and �37�
around he

�1��t� ,��1��t� �26�. In this way we find

�t��he

��
� = � a11 − a12hy�t�

a21hy�t� 0
���he

��
� , �76�

where

a11 = D
heq

2 + 2k − k2

heq
2 + k − k2 = − A , �77�

0 1 2 3 4 5 6
−3

−2

−1

0

1

2

3
x 10

−4

δ

〈N
z〉

FIG. 6. The time averaged torque in regime 1 as function of the
phase � in the time dependence �2� for different values of the cou-
pling strength K. The symbols are results from the numerical solu-
tion of the Fokker-Planck equation �16�, the lines show the results
of the perturbation theory outlined above. The parameter values are
Hx=�=�=1/
6, D=1.6, and K=0 �dashed line and circles�, K
=0.5 �solid line and crosses�, and K=1 �dashed-dotted line and
diamonds�, respectively.
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FIG. 7. �a� Time average of the y component Sy of the collective
orientation S in regime 2 as a function of the noise strength D for
interaction parameter K=3. Symbols are numerical results from the
Fokker-Planck equation, lines show perturbative results from the
effective field equations. The solid line and the crosses are for �
=�=1/
2, the dashed line and the circles are for �=�=0.3. �b�
Time evolution of the y component of the orientation vector S in
regime 2. The noise intensity is D=1.2, all other parameter values
are as in �a�.
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a12 =
Dk

heq
2 + k − k2 = − B , �78�

a21 = D
k + heq

2 + 1 − k2

heq
2 . �79�

We are interested in the stability of the fixed point �he=��
=0 of this system. Because of the periodic time dependence
of the coefficient matrix in Eq. �76�, a general analysis re-
quires Floquet theory �26�. However, the special form of Eq.
�76� allows us to use a more direct method.

We first note that one can show �see the Appendix� a11
�0 within regime 2. We next define the function

V��he,��� =
a21

2
�a21�he

2 + a12��2� . �80�

For its time derivative we find

dV

dt
= a21

2 a11he
2 � 0. �81�

Moreover if

a21a12  0, �82�

we have for all values of �he and ��

V��he,��� � 0, �83�

with equality being valid only for �he=��=0. V��He ,��� is
hence a Lyapunov function �27� of the system �76� and the
point �he=��=0 is stable as long as Eq. �82� holds. From
Eq. �78� one finds a12�0 �see the Appendix� within regime 2
and hence the first-order solution he

�1��t� ,��1��t� is stable if
a21�0. From Eq. �79� it is seen that this condition is iden-
tical with Eq. �46�. We hence find again that regime 2 is
stable if

2 � k � 3.75. �84�

Note that the entire stability analysis performed above is
valid only to first order in the external field strength.

C. Regime 3

Similarly to the previous section we are now using
the effective field equations �36� and �37� to derive an ap-
proximate analytical solution typical for regime 3 and to dis-
cuss its stability. In regime 3 we have �=� /2 �the case
�=−� /2 can be dealt with similarly� and we find from Eqs.
�36� and �37�,

�the = −
DB�he�

he − B�he� − heB
2�he�

�he − kB�he� − hy�t�� ,

�85�

�t� = 0. �86�

From the second equation we obtain immediately ��� /2.
The first equation determines he�t� and cannot be solved in
closed form. Focusing again on the situation of small exter-

nal fields we use Eq. �61� and obtain for the first-order term
the equation

�the
�1� = − Ahe

�1� + Bhy�t� , �87�

with A and B defined by Eqs. �69� and �70�, respectively. The
solution is given by

he
�1� = Be−At� dthy�t�eAt. �88�

For the special time dependence �2� we find for large t

he
�1� = B�

A cos�t� + sin�t�
D�A2 + 1�

+ B�
A sin�2t� − cos�2t�

D�A2 + 4�
.

�89�

In Fig. 8 this result is compared with the solution of the
Fokker-Planck equation showing again good agreement for
the parameter values chosen.

We now turn to the investigation of the stability of the
first-order solution. In view of the form of the potential V�S�
in regime 3 �see Fig. 5, first column, last line� it is reasonable
to assume that the state will be destabilized by perturbations
in �. Restricting ourselves to this case we use he�t� as deter-
mined above, set ��t�=� /2+���t�, and determine the linear-
ized time evolution of ���t�. From Eq. �37� we obtain

�t�� = − D
he − B�he�
heB�he�

hy�t��� , �90�

with solution

���t� = ��0 exp�− D�
0

t

dt�
he − B�he�
heB�he�

hy� . �91�

Since both hy and he are 2�-periodic functions of time this
solution may be written in the form

0 2 4 6 8 10 12

0.84

0.86

0.88

0.9

0.92

t

S
y

FIG. 8. Time evolution of the y component of the orientation
vector S in regime 3. Symbols are numerical results from the
Fokker-Planck equation, lines show perturbative results from the
effective field equations. The parameters are D=0.6 and K=3, as
well as �=�=0.3 �crosses and full line� and �=�=0.1 �circles and
dashed line�, respectively.
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���t� = ��0e−a0t f�t� , �92�

where f�t� is also 2� periodic and a0 is the constant term in
the Fourier expansion of the exponent in Eq. �91� and there-
fore given by

a0 =
D

2�
�

0

2�

dt
he − B�he�
heB�he�

hy . �93�

Using the first-order solution he�t�=heq+he
�1��t�, we find

a0 = D
�k + 1 − k2 + heq

2 �
2�heq

2 �
0

2�

dt�he
�1��t��hy�t�� . �94�

The integral in this expression is in regime 2 and in regime 3
always positive as can be shown by expanding Hy�t� in a
Fourier series

hy = �
n=−�

�

bneint �95�

and using Eq. �88�. We then find

1

2�
�

0

2�

dthe
�1��t�hy�t� = �

n=0

�
B

n2 + A2 �bn�2 � 0, �96�

since B0 as demonstrated in the Appendix . Hence the sign
of a0 as given by Eq. �94� depends solely on the prefactor
and the solution is unstable if

k + 1 − k2 + heq
2 � 0. �97�

This condition is again identical with Eq. �47� and we hence
find that regime 3 becomes unstable at the same value of k at
which regime 2 becomes stable.

VI. CONCLUSIONS

In the present paper we have theoretically analyzed the
influence of particle-particle interactions of the mean-field
type on the ratchet effect in ferrofluids. We have used the
simplifying mean-field model because the details of the real-
istic dipole-dipole and hydrodynamic interactions are too
complicated for a general discussion. On the other hand, sev-
eral qualitative effects which may be expected to show up in
case of these realistic interactions can already be discussed
within the mean-field approach.

Quite generally we have found that interactions that favor
the parallel alignment of the magnetizations of the ferrofluid
particles reinforce the ratchet effect. In the present situation
this means that the magnetic torque per volume of the fer-
rofluid is enhanced. Although intuitive this result is by no
means trivial since the coupling between the ferromagnetic
grains is also likely to reduce their orientational fluctuations,
which are the driving force of the ratchet effect. This rein-
forcement of the ratchet effect may be expected for general
interactions and is no artefact of the mean-field approxima-
tion. The corresponding results derived in Sec. V A will be
used for the comparison between our theory with ongoing
experimental work, in particular for the discussion of the
dependence of the transferred torque on the volume fraction

of ferromagnetic particles in the ferrofluid �28�.
For sufficiently strong coupling our model shows a spon-

taneous symmetry breaking with respect to the collective ori-
entation of the grains. This in turn may bring about a ratchet
effect for situations in which it could not operate in the ab-
sence of interactions. In the present system this happens for a
purely oscillating external magnetic field without constant
component in the x direction. In this case and without inter-
actions no ratchet effect is possible due to symmetry reasons
whereas a spontaneous breaking of the relevant symmetry
caused by the interactions may induce a rectification of fluc-
tuations.

For even stronger coupling strength between the particles
this self-sustained ratchet effect again disappears. The par-
ticle orientations are now highly aligned and closely follow
the direction of the external field. Fluctuations are therefore
suppressed and no rectification is possible anymore.

The possibility of ferromagnetic order in ferrofluids is
presently debated �20�. It may therefore be possible that the
above effects resulting from the spontaneous symmetry
breaking are due to our implementation of the mean-field
approximation and do not show up in models with a more
realistic description of the interactions. On the other hand the
investigation of a self-sustained ratchet effect in ferrofluids
may hence contribute to decide whether orientational long-
range order in ferrofluids is possible or not.

Our analysis builds on the nonlinear Fokker-Planck equa-
tion �16� for the collective orientation �13� of the ferrofluid
particles. A first insight into the behavior of the system is
gained from a numerical solution of this equation. We then
use a variant of the effective field method, which is a well-
known tool in the theory of ferrofluids, to obtain approxi-
mate analytical results for the transitions between and stabil-
ity of the different regimes of operation of the ferrofluid
ratchet.

The central parameter distinguishing the different regimes
is the ratio k between the dimensionless coupling constant K
and the intensity of the fluctuations D. For k�2 no self-
sustained ratchet effect is possible since the interactions are
too weak to induce a spontaneous symmetry breaking. For
2�k�3.75, a self-sustained ratchet effect may be observed
with a wide spectrum of values for the transferred angular
momentum. For 3.75�k the self-sustained ratchet effect dis-
appears again due to an instability in the steady-state solution
for the collective orientation of the particles.
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APPENDIX

In this appendix we determine the signs of some expres-
sions needed to determine the stability of regimes 2 and 3. In
these regimes we have k2 the value of Seq is determined
by the nontrivial minimum of the potential V�S�. From Eq.
�39� we find by differentiation
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k =
B−1�Seq�

Seq
, �A1�

verifying that Seq depends only on k. Using the properties of
the function B�x� defined in Eq. �20� one can show that for
all S� �0,1�,

1 −
S

B−1�S�
� S2. �A2�

This in turn implies

k2 − k − k2Seq
2 � 0 �A3�

and using Eq. �40� we find

k2 − k − heq
2 � 0. �A4�

Due to Eqs. �70� and �78� this immediately implies

B = − a12 = −
Dk

heq
2 + k − k2 � 0. �A5�

Using again the properties of the function B�x� one can also
show

1 − 2
S

B−1�S�
� S2. �A6�

Similar manipulations as used above then yield for k2,

k2 − 2k − heq
2 � 0, �A7�

from which by using Eqs. �69� and �77� we find

A = − a11 =
D�k2 − 2k − heq

2 �
heq

2 + k − k2 � 0. �A8�
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